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Much economic growth research has been 
devoted to determining the explanatory vari-
ables that explain cross-country variation in 
growth rates. A frequently cited problem with 
this literature is that the number of potential 
growth regressors is vast, potentially exceed-
ing the number of countries available for study. 
Thus, researchers are faced with the task of 
arbitrarily specifying which explanatory vari-
ables to include in their growth regressions, rais-
ing concerns about how confident we can be in 
their results. These concerns were magnified by 
the influential paper of Ross Levine and David 
Renelt (1992), in which they employ a variation 
of Edward E. Leamer’s (1983) extreme bounds 
analysis to test the robustness of conventional 
growth regression coefficients to changes in the 
set of conditioning variables. They conclude 
that the results of this literature are extremely 
fragile, with the only robust determinants of 
growth being physical capital investment, initial 
income, and secondary school enrollment. In 
contrast, they demonstrate the fragility of a host 
of fiscal, monetary, and trade policy variables, 
as well as measures of political and economic 
stability and economic distortions.

There have been two main responses to their 
findings. The pessimistic response has been to 
conclude, given the lack of a reliable statistical 
relationship between conventional macroeco-
nomic indicators and growth, that cross-coun-
try growth regressions cannot tell us anything 
about growth. The more optimistic response has 
been to argue that the extreme bounds analysis 
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of Leamer (1983) is excessively stringent, re-
quiring the coefficient estimate of interest to be 
statistically significant in every specification. 
Thus, other researchers have proposed alterna-
tive, less stringent, approaches to robustness in 
the growth context (e.g., Xavier Sala-i-Martin 
1997; and Sala-i-Martin, Gernot Doppelhofer, 
and Ronald I. Miller 2004).�

A third possible interpretation of the Levine 
and Renelt (1992, henceforth L-R) results is 
that the extreme sensitivity of the coefficient 
estimates is due to unreasonably strict assump-
tions about the form of the growth regression. 
In particular, L-R employ the common speci-
fication that explanatory variables enter the 
growth regression linearly and independently. 
This reflects an ad hoc assumption that the 
marginal effect of a change in an explanatory 
variable is constant, both across different levels 
of the variable and across different economies. 
In fact, much of the empirical growth literature 
documents the existence of multiple growth 
regimes and parameter heterogeneity (see, 
among numerous others, Steven N. Durlauf and 
Paul A. Johnson 1995). The apparent fragility 
of conventional growth regressions could reflect 
a rejection of the conventional assumptions of 
linearity and independence.

I.  Robustness Tests

The traditional approach to economic growth 
regressions is to assume linearity and indepen-
dence of the control variables and estimate an 
equation of the form

(1)	 ΔY 5 bmM 1 bz9Z 1 u,	
8

� For an alternative approach to testing the robustness 
of coefficient estimates in which the conditioning variables 
are interpreted as proxies for a variable measured with 
error (e.g., “technology” or “institutions”), see Christopher 
R. Bollinger and Minier (2006).
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� Investme
ables found to
Table 1—Robust Results

Lower bound Upper bound
Panel A: Squared terms
Expenditure 219.80 (5.81) 213.00 (6.24)
Income taxes 275.60 (22.8) 2	46.80 (22.5)
Total trade 25.52 (1.84) 23.75 (1.52)

Panel B: Interaction terms
Expenditure 211.0 (2.81) 27.39 (3.05)
Education expenditures 272.7 (19.3) 255.10 (20.5)
Total taxes 220.7 (4.53) 212.30 (5.22)
Income taxes 256.5 (16.9) 233.30 (16.7)

Panel C: Multiple regimes (lowest 75 percent of GDP)
Expenditure 210.70 (2.95) 27.22 (2.80)
Deficit/surplus  22.50 (6.87)  26.60 (7.10)
Education expenditures 257.80 (18.2) 2	40.90 (21.0)
Total taxes 219.10 (5.11) 211.20 (5.39)
Std. dev. of credit growth 20.01 (0.003) 20.01 (0.002)

Notes: Results are the coefficient estimate (and standard error) on each variable listed from 
the growth regression at each bound generated by the robustness procedure described in 
the text. Only results with both bounds statistically significant at 95 percent or better are 
presented.
where ΔY is per capita gross domestic product 
(GDP) growth, M is the variable of interest, and 
Z is an arbitrarily chosen set of control vari-
ables. The obvious concern with this approach 
is that the choice of the set of control variables, 
Z, can influence the estimate of bm. To test the 
robustness of the coefficient estimates generated 
by such an approach, L-R adapt the “extreme 
bounds analysis” of Edward E. Leamer (1983). 
L-R systematically vary the subset of Z vari-
ables included in the regressions, where the Z 
variables are chosen from a pool of variables 
commonly used as indicators of the fiscal, trade, 
or monetary environment, or as measures of 
economic or political instability, and always 
include the investment share of GDP, initial GDP 
per capita, initial secondary-school enrollment 
rate, and the average annual rate of population 
growth.� L-R estimate regressions adding all 
possible combinations of up to three additional 
control variables, and define the extreme upper 
(lower) bound as the highest (lowest) value of the 
estimate bm plus (minus) two standard errors. A 
variable is considered “robust” if the estimate 
of bm remains statistically significant and of the 
same sign at the bounds. For complete details of 
the procedure, see Levine and Renelt (1992).
nt, schooling, and initial GDP are the only vari-
 be robustly correlated with growth by L-R.
Their basic conclusion is that the results of 
cross-country regressions are highly sensitive 
to small changes in the conditioning set. The 
only variables found to be robustly correlated 
with per capita GDP growth come from the set 
of variables included in each regression: initial 
income, investment, and the secondary school 
enrollment rate. Of more than 30 other variables 
common to the growth literature, they find that 
none is correlated robustly with growth. As in 
the traditional literature, however, L-R impose 
an assumption of linearity and independence 
on their specification, raising the question of 
whether the perceived fragility of such growth 
regressions reflects a rejection of these conven-
tional assumptions. In the following sections, I 
allow for several simple types of nonlinearities 
in the L-R framework to see if the pessimistic 
conclusions that have been drawn from their 
work are specific to the linear case.

II.  Nonlinearities and Parameter Sensitivity

In what follows, I repeat the L-R robustness 
procedure, allowing for three types of nonlin-
earities for each of the variables that they con-
sider.� To demonstrate the difference between 
� I do not allow for nonlinearities in the three variables 
found to be robust by L-R: investment, initial GDP, and sec-
ondary school enrollment.
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� Note that government expenditure and taxes are robust 
their results and their procedure allowing for 
nonlinearities, I use the L-R data—two cross-
sectional samples covering 1960-1989 or 1974-
1989, depending on data availability.�

A.  Squared Terms

One possibility is that the partial effect of a 
variable on per capita growth varies over dif-
ferent levels of the variable itself. For example, 
government expenditure on education may have 
a positive effect on growth, but with diminish-
ing marginal returns. In that case, a linear spec-
ification could mask the positive correlation, 
since the slope of the parameter estimate tends 
toward zero as expenditure increases. Thus, I 
repeat the L-R procedure by including a squared 
term for the variable of interest in the regression 
specification:

(2)	 ΔY 5 bmM 1 bm2M 2 1 bz9Z 1 u.

The question of interest is whether the coef-
ficient estimate bm becomes robust when a 
squared term is included (a secondary question 
is whether bm2 is itself robust). Allowing for 
the inclusion of a squared term, three of these 
variables become robust: the ratio of total gov-
ernment expenditure to GDP, the share of cen-
tral-government individual income tax revenue 
to GDP, and the ratio of total trade to GDP. In 
addition, the squared terms for two of these 
variables are also robust. Results for the (robust) 
linear terms are presented in Table 1, panel A.

Two of the variables that become robust are 
indicators of fiscal policy, and indicators of gov-
ernment expenditure and income taxes are both 
negatively correlated with growth over low val-
ues of expenditure and taxes, respectively. The 
positive squared term in both cases suggests that 
this correlation attenuates at higher values of 
the variables. The third robust variable is trade 
volume, which is robustly negatively correlated 
with growth at low levels of trade volume, but 
the estimate of the marginal effect is statisti-
cally significant and positive at high values of 
trade volume.
� In contrast, Pantelis Kalaitzidakis, Theofanis P. Mam
uneas, and Thanasis Stengos (2000) treat the variables of 
interest as entering the regression linearly, but allow for 
nonlinearities in the control variables.
B.  Interaction Terms

A second possibility is that the partial effect 
of a variable on growth varies over different lev-
els of development. For example, the marginal 
effect of economic uncertainty on growth could 
be quite different in Germany than in Mexico. 
One means of capturing such nonlinearities is to 
include an interaction term between the variable 
of interest and the country’s level of develop-
ment (proxied for here by initial GDP per capita) 
in the regression specification. Thus, I repeat 
the L-R procedure by estimating the following 
specification:

(3)	 ΔY 5 bmM 1 bm2M×Y0 1 bz9Z 1 u,

where Y0 measures initial GDP. The key ques-
tion is whether bm becomes robust when the 
interaction term is included. In fact, four addi-
tional variables become robust: the ratio of total 
government expenditure to GDP, the ratio of 
government educational expenditure to GDP, 
the ratio of central-government tax revenue to 
GDP, and the share of central-government indi-
vidual income tax revenue to GDP. Panel B of 
Table 1 presents results from the L-R procedure 
for these variables.

Interestingly, all four of the variables that 
become robust when interaction terms are 
included are indicators of fiscal policy, and the 
range of GDP over which each marginal effect 
is statistically significant is large, covering more 
than two-thirds of the sample in each case. 
Combined with the results of the previous sec-
tion, this suggests some important nonlineari-
ties in the correlations between fiscal policy and 
growth.� The coefficient estimates are of the 
traditionally hypothesized sign with indicators 
of both government expenditure and taxes nega-
tively correlated with growth. The positive inter-
action terms indicate that fiscal policy has less 
of an effect at higher levels of development.
when either squared terms or interaction terms are included. 
This reflects the high positive correlation between GDP 
per capita and expenditures/taxes. When the linear term, 
squared term, and interaction term are all included, the 
interaction term remains statistically significant while the 
squared term is not, in both cases.



VOL. 97 NO. 2 391Nonlinearities and Robustness in Growth Regressions
C.  Multiple Growth Regimes

The final nonlinearity considered is the pos-
sibility of multiple growth regimes. The theo-
retical growth literature has documented how, 
in the presence of sizable spillovers, multiple 
steady states, and thus multiple growth regimes, 
can emerge (e.g., see Costas Azariadis and Allan 
Drazen 1990).

I divide the full sample into subgroups based 
on initial income (Y0), which seems to be the 
most likely “split” variable for determining 
multiple regimes. The primary theoretical jus-
tification for multiple regimes based on initial 
development is demonstrated by Azariadis and 
Drazen (1990), while Durlauf and Johnson 
(1995), Minier (1998), and Zhenjuan Liu and 
Stengos (1999), among others, provide empiri-
cal justification. Thus, I estimate regressions of 
the form

(4)	 ΔY 5 bmkM 1 b9zk Z 1 uk,

where k51 if Y0 , Y, and k52 otherwise. Since 
theory does not identify the appropriate sub-
groups, I arbitrarily divide the sample at two 
points based on initial income: the twenty-fifth 
and seventy-fifth percentiles. Despite the smaller 
sample sizes, each split results in a substantially 
higher number of robust variables. Panel C of 
Table 1 provides the results for the lowest 75 
percent of the sample by income.

Five variables that are not robust in the full 
sample become robust for the lowest 75 percent 
of countries by income: the ratio of central-gov-
ernment surplus/deficit to GDP, the ratio of gov-
ernment educational expenditure to GDP, the 
ratio of total government expenditure to GDP, 
the ratio of central-government tax revenue 
to GDP, and the standard deviation of domes-
tic credit growth.� Of special interest is that 
four of these variables are indicators of fiscal 
policy. Thus, these results indicate that, while 
fiscal policy indicators might not be robust in 
the full sample, they are robust in a subsample 
of lower-income countries. These results are 
consistent with those of the previous section in 
that the marginal effects of fiscal policy appear 
to be correlated more strongly with growth in 
low-income countries. Additionally, as in the 
previous sections, the coefficient estimates 
are consistent with the standard hypotheses in 
which indicators of government expenditure and 
indicators of taxes are negatively correlated with 
growth. In addition, the size of the government 
surplus is robustly and positively correlated with 
growth.

The fifth variable that becomes robust in the 
low-income subsample is the standard devia-
tion of the growth rate of domestic credit. This 
is a standard indicator of economic variability 
or uncertainty, and the coefficient estimate is 
of the hypothesized sign; greater uncertainty 
is expected to be correlated with lower growth. 
The fact that this variable is robust only in the 
low-income subsample is also consistent with 
the intuitively plausible story that low-income 
countries are more sensitive to economic uncer-
tainty than high-income countries.

III.  Conclusion

A major concern with the empirical growth 
literature has been the sensitivity of the results 
to the choice of conditioning variables. This fra-
gility may be due, at least partly, to the common 
assumption of linearity in growth regressions. 
When I generalize the specification of the 
growth regression to allow the marginal effect 
of explanatory variables to vary, the number of 
robust variables increases substantially.

The most striking result of the paper is the 
robustness of fiscal policy variables when one 
controls for nonlinearities. The correlation 
between measures of fiscal policy and growth 
has been of great concern to many researchers, 
dating back to the earliest cross-country studies. 
One of the primary conclusions of Levine and 
Renelt (1992) is that none of the fiscal indicators 
is correlated robustly with growth. In contrast, I 
find that a broad array of fiscal policy indicators 
(measuring government expenditure, govern-
ment taxes, and budget deficits) are correlated 
robustly with growth when potential nonlineari-
ties are taken into account.
� In the highest seventy-fifth percentile by income, three 
fiscal policy variables are robust: government consumption 
net of defense and education as a share of GDP, the ratio of
central-government corporate-income-tax revenue to GDP, 
and the ratio of central-government tax revenue to GDP.
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